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EXECUTIVE SUMMARY

All around the world, organizations are seeking to harness the benefits of artificial 
intelligence (AI) models and systems while managing the risks they may pose to 
individuals, businesses, and society as a whole. One way organizations are seeking to 

manage such risk is by conducting AI impact assessments: evaluations that organizations 
perform to identify and address potential risks associated with AI models and systems.  
While some organizations have developed their own settled practices for performing these 
assessments or have adopted models developed by third parties, for many others questions 
remain around what are the most appropriate steps to take to conduct AI impact assessments.

In response to interest from Future of Privacy Forum (FPF) stakeholders on this point, the  
FPF Center for Artificial Intelligence began researching stakeholder approaches to AI impact 
assessments in the spring of 2024. FPF built upon its research and insights by soliciting input 
from a sample of private sector stakeholders at a July 2024 workshop, additional similar 
convenings, and one-on-one interviews, in total consulting with over 60 companies over the 
course of the project. This report is the culmination of that research and is designed to shine 
a light on the state of play with respect to the implementation of AI impact assessments. 

This report examines the considerations, emerging practices, and challenges that FPF’s 
research suggests characterize each step in the AI impact assessment process. Most 
stakeholders have practices in common when it comes to conducting AI impact assessments, 
such as taking similar steps at different points in the AI lifecycle. In addition, stakeholders are 
experiencing pain points at different stages of the AI impact assessment process. The report 
finds that many organizations are moving rapidly towards their own risk assessment 
strategies, particularly those that are well-resourced on AI governance, while they await 
regulatory clarity, although their approaches are not uniform. Commonalities and emerging 
trends include the following:

 › Organizations typically take four common steps when conducting AI impact 
assessments, including: (1) initiating an AI impact assessment; (2) gathering model 
and system information; (3) assessing risks and benefits; and (4) identifying and 
testing risk management strategies.

 › The circumstances that trigger an AI impact assessment vary, and there is a trend within 
organizations to perform multiple assessments at different points in the AI lifecycle. 

 › When gathering model-system information, organizations typically seek a variety 
of information, such as details about an AI model’s training, use cases, capabilities, 
and more. Organizations typically have internal teams, sometimes dedicated to AI 
governance, and, when relevant, seek information from third party model developers 
and system providers, although many organizations report that they can encounter 
difficulties obtaining such information.
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 › A growing number of organizations have sought to integrate AI impact assessments 
into existing enterprise risk management processes, including those around privacy. In 
doing so, they have established updated processes for identifying and monitoring risks 
related to AI, and may escalate AI use cases for review. However, organizations often 
find anticipating all relevant AI-related risks to be challenging.

 › When identifying and testing for AI-related risk, organizations may use both qualitative 
and quantitative approaches to determine whether risk has been brought within 
acceptable levels. A variety of factors—the subjective nature of certain risks, the lack of 
standardized metrics for measuring specific risks, and the indeterminate nature of some 
AI systems’ operational environments—can impede these efforts.

Amongst the conclusions reached in the report, FPF finds that organizations may struggle to 
obtain relevant information from model developers and system vendors, anticipate pertinent 
AI risks, and determine whether they have been brought within acceptable levels. While there 
is no silver bullet that will solve all of these issues today, companies looking to enhance their 
AI impact assessments should inter alia consider the following:

 › Enhancing their processes for gathering information from third party model developers 
and system vendors, such as by streamlining the number of questions asked, connecting 
with practitioners at the third party who are capable of sharing relevant details, and, 
when appropriate, identifying alternatives to the third party’s model or system; 

 › Improving internal education about the multitude of AI risks that can arise, recognizing 
that these risks can vary between technologies, depend on the deployment context, 
and emerge at different points in the AI lifecycle; and

 › Devising and enhancing measurements for risk management strategies’ effectiveness, 
such as by benchmarking against other companies’ approaches and assessing these 
strategies’ effectiveness over time.

In addition to the above, FPF’s research shows that implicit in an organization’s knowledge 
stack is the need for both AI governance training across the organization as well as 
sponsorship for AI governance systems and approaches from the executive level. 
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INTRODUCTION

The past few years have witnessed the rapid 
development and deployment of artificial 
intelligence (AI) models and systems for  

public and private uses.1 From music parodies to 
new medicines, these technologies can enable 
novel use cases. But they can also raise challenges 
around bias, fairness, and privacy, among other  
risks to individuals and society. Around the world, 
both policymakers and businesses have been 
grappling with how to support AI’s potential positive 
impacts while minimizing risk and potential negative 
impacts. In response, governments, standards 
bodies, civil society actors and businesses have 
issued laws and published resources on AI 
governance,2 yet many organizations remain 
uncertain about what AI impact assessments entail 
or which framework to use. 

While these efforts have not translated into a single, 
globally accepted approach to AI policy and 
governance, many governments and regulators have 
highlighted the role of AI impact assessments within 
companies as important tools in managing AI risk. An 
increasing number of organizations are tasking their 
CPOs (Chief Privacy Officers), who typically already 
head privacy and data protection programs, with also 
leading AI governance efforts. Their job descriptions 
reflect this trend, with titles like Chief AI Officer 
becoming more common. This mirrors a general 
trend towards the integration of AI governance 
responsibilities into privacy management 
responsibilities.3 It is worth noting that FPF’s research 
indicates that CPOs and their privacy management 
teams are not usually set up to take on the task of AI 
governance alone by default, and therefore cross-
functional support at the executive level is key to 
ensuring that CPOs are set up for success in the 
current era. In this respect, uncertainty around the 
appropriate formula and acceptability of AI impact 
assessments internally amongst peers and externally 
amongst regulators—combined with CPOs’ evolving 
roles—raise practical questions, including how to 
extend existing privacy assessment processes to 
tackle non-privacy risks, what stakeholders should 
be included in the AI impact assessment process, 
and how to measure the effectiveness of risk 
management strategies. 

In light of this emerging dynamic and following 
interest in this topic from FPF’s AI CPO Privacy 
Executives Network (PEN), a group currently 

composed of senior-level data privacy professionals 
working at leading organizations, FPF surveyed 
members and other companies to gain insight into:

 › Common AI impact assessment triggers and 
the steps organizations often take when 
performing these assessments; 

 › Emerging trends in the way companies are 
conducting AI impact assessments; and

 › Challenges that can manifest at different points 
in the assessment process.

FPF began researching the considerations, 
emerging practices, and challenges around AI 
impact assessments in spring 2024. As a first step, 
FPF reviewed companies’ public-facing AI 
governance documents, which served as the 
foundation for a list of assessment triggers and 
considerations that animate each step of the AI 
impact assessment process. 

In the summer of 2024, FPF hosted a workshop to 
discuss AI impact assessment triggers, 
considerations, emerging practices, and challenges. 
More than 20 FPF member companies, including 
developers and deployers of AI, participated in the 
workshop, representing a wide range of sectors, 
such as software, travel and hospitality, and financial 
services. This was followed by tens of one-on-one 
meetings with FPF members and several other 
companies. FPF also sought broader feedback from 
across the FPF community and guests at its regular 
convenings over this period. 

Through analyzing the results of the workshop, 
convenings, and interviews, FPF has synthesized 
the feedback into key findings that point to common 
emerging practices associated with AI impact 
assessments, which are presented and discussed 
in this report. 

From this work, FPF found that companies are 
converging on several practices for conducting AI 
impact assessments, including accounting for both 
intended and unintended uses of AI models and 
systems. However, practitioners continue to face 
several challenges, such as identifying risks and 
determining the efficacy of risk management 
measures. While organizations may wish to use this 
resource to baseline against a sample of their peers, 
this report also underscores that much more work 
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needs to be done to ensure that companies can 
operationalize AI impact assessments, identify risks, 
and implement robust risk management practices. 

Importantly, by engaging more than sixty companies 
on the basis of anonymity with a view to FPF 
sampling, this report brings to the fore the true level 
of preparedness around AI governance at this time 
amongst those surveyed. In doing so, this report 
aims to shine a light on lived experiences with a 
view to assisting other companies and wider policy 
stakeholders in their understanding of the current 
state of play at organizations. The report does not 
specifically distinguish between AI developers and 
deployers, although it refers to both throughout, and 
is designed as a starting point rather than a solution 
to an organization’s AI governance journey.

What are AI Impact Assessments?
The nomenclature around AI impact assessments 
and its relationship to other evaluations of AI are 
unsettled. Some governments use “AI risk 
assessment” and “AI impact assessment” 
interchangeably4 while others distinguish them from 
each other.5 There are disagreements between 
organizations that differentiate between AI risk and 
impact assessments about their relationship to each 
other.6 The term “AI impact assessment” lacks a 
common definition, although the National Institute 
for Standards in Technology (NIST) AI Risk 
Management Framework (RMF), which has gained 
traction in the global AI governance community, 
describes them as tasks that “include assessing and 
evaluating requirements for AI system accountability, 
combating harmful bias, examining impacts of AI 
systems, product safety, liability, and security, 
among others.”7 Organizations also disagree about 
how AI impact assessments intersect with other 
kinds of evaluations, such as data protection impact 
assessments (DPIAs). While DPIAs are distinct from 
AI impact assessments, they may be part of the 
same enterprise risk assessment process, a topic 
that Step 3, Section I explores in greater detail. 

AI impact assessments are part of AI governance 
programs, which are the policies and procedures 
that aim to ensure the responsible development and 
deployment of AI technologies.8 Multiple internal 
teams representing different disciplines may 
participate in AI governance programs, such as 
privacy, risk, product, HR, engineering, legal, and 
marketing. An organization may also engage with 
third parties, such as model developers and system 

providers, when they obtain AI technologies from 
these entities.

Assessments can help organizations build trust in 
their products and services, counter threats to the 
organizations, and comply with relevant laws. At a 
time when policymakers, businesses, and the public 
are directing significant attention to AI, assessments 
can be a vehicle for developing trust among various 
stakeholders.9 AI impact assessments can also 
provide organizations with insight into how certain 
AI activities pose business risks, such as when 
employees input intellectual property (IP) into a third 
party’s AI tool.10 In addition to acting as a way to help 
companies manage existing risk, they can serve as a 
compass on decisions about whether to proceed 
with developing or procuring AI products. AI impact 
assessments are therefore increasingly part of 
regulators’ expectations around how organizations 
take on and manage AI-related risk.

Below this paper discusses the findings from FPF’s 
research into this area, identifying a set of emerging 
common steps in the AI impact assessment process, 
and their implications at an organizational level.

Legislative Approaches to AI  
Impact Assessments
Some governments including in the EU and 
Colorado have mandated that organizations conduct 
versions of AI assessments in specific 
circumstances.11 General consumer protection laws 
may also require these assessments.12 These 
assessments may function as accountability vehicles 
that regulators can demand from organizations to 
ensure compliance.13 Other policymakers have 
devised voluntary frameworks for AI governance, 
such as NIST’s AI RMF and Singapore’s Model AI 
Governance Framework, which highlight AI impact 
and risk assessments’ role in helping organizations 
identify and address AI risks.14 

This widespread interest among policymakers in 
assessing AI risk through the use of an assessment 
procedure has not translated into uniform 
requirements across jurisdictions. Despite this 
multitude of laws, several trends have emerged from 
legislative efforts and voluntary frameworks that 
may help organizations chart out their approach to 
AI risk management. Further information on the 
approaches adopted by different jurisdictions may 
be found in detail in the Appendix at the end of  
the report. 
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Of note, jurisdictions around the world tend to:

 › Contend with the needs of many different 
stakeholders when formulating laws and 
regulations to address AI use benefits  
and risks;

 › Craft voluntary frameworks that align with 
emerging global standards around AI; and

 › Use frameworks (especially the OECD AI 
Principles) as a template for national AI plans.

However, this is a rapidly evolving and changing 
area, and it is expected that AI regulations as well  
as clarity around their implementation requirements 
will continue to emerge. One example of this 
at the time of writing is the EU process on the 
Code of Practice for the AI Act, which is under 
multistakeholder consideration until early 2025.15 

In conducting the following report, FPF’s research 
concludes that organizations appear to be preparing 
for eventual regulatory or partial oversight in this 
space regardless of the jurisdiction they are in given 
the high level of policymaker interest.

Key AI Governance Steps in the  
AI Impact Assessment Process
FPF’s research has found that organizations, 
usually businesses, typically go through four 
common steps when conducting AI impact 
assessments. Importantly, while companies 
generally recognize the following as steps in the 
AI impact assessment process, the order in which 
they address them can and will vary. This paper 
categorizes these steps as follows and explores 
them in detail both in Figure 1 on the following 
page and throughout the rest of this report:

Step 1: Initiating an AI Impact Assessment
The circumstances that trigger an AI impact 
assessment will vary based on a variety of factors, 
such as: applicable law; proposals to develop a 
new product and service, or use existing 
technology in a new way; and an organization’s 
role within the AI ecosystem.

STEP 2: Gathering Model and  
System Information 
Organizations tend to pose questions to relevant 
external parties and internal teams to learn about 
how the model or system was created and works. 

STEP 3: Assessing Risks and Benefits
Reviewers use the model-system information to 
determine risks and benefits for a particular use 
case, which will inform an organization’s decisions 
about how to proceed with an AI project.

Step 4: Identifying and Testing Risk 
Management Strategies
Organizations select risk management strategies 
based on their responsiveness to a specific, 
identified risk, and continue to test their efficacy 
during the system’s operation. The organization can 
determine and record appropriate next steps, such 
as advancing the AI project to the next stage in the 
lifecycle, after identifying and testing the risk 
management strategies.

These steps are outlined more comprehensively in 
the following graphic and discussed at length in the 
following chapters.
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 Figure 1: Key Steps in the AI Impact Assessment Process

In order to be able to assess the risk that an AI system may pose, 
organizations must understand how that system works and was 
created. The list of common considerations below is not 
exhaustive. An organization that obtains a model or system from a 
third party may focus its inquiry on the maturity of the third party’s 
AI governance framework and whether it has implemented 
controls to minimize certain risks. An organization may also direct 
less scrutiny towards the AI models and systems of more well-
known third parties and those the organization has a relationship 
with. However, FPF’s research has observed that organizations 
tend to collect a baseline of relevant information in most situations. 

2

3

4

Examples of relevant information include:

• How was the model trained;
• What are the model or system’s  

use cases;
• Who are the end users, and where 

will the system be deployed; and
• Potential use cases for the system 

and organize them by category  
(e.g., intended and unintended uses). 

ASSESSING RISKS AND BENEFITS
Reviewers take the information about the model or system into account to determine the AI model or system’s 
risks and benefits for a particular use case. The type and level of risk present will inform what risk management 
strategies an organization implements to reduce the risk to within an acceptable threshold. Information about 
benefits will also inform an organization’s decisions about how to proceed with an AI project. As part of this 
step, organizations may consider: 

• The potential risks of harm and benefits associated with a particular use case;
• How the generated list of system risks compares with the company’s taxonomy of risks (divided into 

categories like high, medium, and low); and
• If the assessment is being conducted during the development or post-development phase, including fine 

tuning during deployment, the existence and context of risks in system testing.

IDENTIFYING AND TESTING RISK MANAGEMENT STRATEGIES
Organizations select risk management strategies based on their responsiveness to a specific, identified risk. 
For example, if an organization identifies hallucinations as a risk, the organization tailors its response to this 
risk, such as by tweaking the AI’s implementation to reduce hallucinations and ensuring ongoing monitoring of 
outputs for hallucinations. 

Once an organization has identified risk management strategies, it can test their efficacy and balance the 
residual risk against the benefits to determine appropriate future steps. The organization may then record and 
operationalize the final decision, such as advancing the AI project to the next stage in its lifecycle. 

INITIATING AN AI IMPACT ASSESSMENT
The circumstances that trigger an AI impact assessment will vary based on a variety of factors, such as 
applicable law, product or service development, and an organization’s role within the AI ecosystem (e.g., 
developer v. deployer). 

These incentives for conducting AI impact assessments may arise at different points in the AI development and 
deployment lifecycle. For example, an organization may perform an initial assessment during the development 
phase and one after substantial changes are made to the model or system. Additional assessments may be 
necessary when deployed in different contexts.

1

GATHERING MODEL-SYSTEM INFORMATION
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KEY TAKEAWAYS
•	 The circumstances that trigger an  

AI impact assessment are numerous 
but not uniformly applicable across 
all AI development or deployment 
scenarios; and

•	 There is a trend within industry to 
perform multiple assessments at 
various points in the AI lifecycle, 
such as when a model or system is 
being designed, when it undergoes 
significant modifications, or when it is 
deployed in a new context.

Examining the Key Takeaways Relating 
to Initiating an AI Impact Assessment

I. There Are Numerous Catalysts for AI 
Impact Assessments, Including Legal 
Requirements, Governance Norms, and 
Ethical or Business Risks

There are many conditions that can trigger the 
initiation of an AI impact assessment, such as an 
impact assessment being a requirement by law, an 
organization’s role in the AI ecosystem (e.g., 
developer or deployer), and new uses of existing AI 
technologies and product developments that require 
additional risk management. Companies may initiate 
an AI impact assessment after identifying legal, 
ethical or business risks. Organizations may also 
routinely perform such assessments as part of their 
enterprise risk management program, a topic that 
the next section explores in greater detail. 

Crucially, these catalysts are context dependent 
and not consistently present across all AI 
development or deployment scenarios. 
Nonetheless, many companies agree that these 
are the leading categories of catalysts across 
business sectors and territories. 

II. There is a Trend Within Industry to Perform 
Multiple Assessments at Different Points in 
the AI Lifecycle Due to Both Legal and AI 
Governance Demands

FPF’s research shows that many organizations 
perform several AI impact assessments throughout 
the AI development or deployment lifecycle to 
comply with laws and/or operationalize internal AI 
governance norms. Specific triggers for conducting 
assessments may exist at the design, development, 
and deployment phase of AI models and systems.16  
For example, an organization may perform an initial 
AI impact assessment to decide whether a product 
team may develop a new AI application. This will 
usually be followed by subsequent assessments 
once the organization begins developing or fine 
tuning a model or system, especially around 
launching in the market. Assessments may also 
occur at particular cadences after deployment, 
including when a model undergoes a significant 
change. This scenario is especially pertinent to 
generative AI, as the model may change based on 
the training data it ingests in a new context. 

FPF’s research has observed that CPOs and risk 
managers tasked with translating laws and 
frameworks into practice have adopted a 
combination of approaches to achieving 
compliance.17 Laws such as the Colorado AI Act 
(CAIA) generally require deployers, or a third party 
that the deployer contracts with, to perform 
assessments every year and when certain changes 
to high-risk AI systems are made.18 Uncertainty 
among companies around what is required for 
impact assessments is greater in jurisdictions where 
regulators have not promulgated rules and as a 
result FPF has observed that organizations are 
adopting a baseline of proactive AI governance 
measures while they prepare to react to any 
potential future regulatory demands. As discussed in 
the introduction, despite a lack of clear 
harmonization in regulatory approaches, trends and 
best practices are emerging and can therefore be 
anticipated to some extent.

STEP 1:  
INITIATING AN AI IMPACT ASSESSMENT
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Meanwhile, voluntary understandings of AI 
governance have led some organizations to perform 
several assessments to account for new use cases, 
features, and risks that can emerge at different 
stages in the AI lifecycle.19 For example, 
organizations may only be able to detect 
performance issues, such as those related to 
concept drift, after they deploy a system.20 Multiple 
assessments can also help companies assess their 
risk management strategies’ effectiveness over time 
by providing a body of evidence around the AI’s 
performance in the wild.

III. AI Impact Assessments Are Increasingly 
Demanded By Business Risk Managers, 
Especially For Generative AI

All mature organizations anticipate and seek to 
measure risk as part of their regular operations.  
FPF previously explored the area of risk metrics for 
privacy,21 but it is generally perceived by surveyed 
stakeholders that generative AI can present 
considerable intrinsic risk to the organization 
regardless of any regulatory risk given its iterative 
nature, unprecedented power, and uncertain  
future impact.

While this includes heightened sensitivity to 
potential reputational damage from unintended 
misuse of AI products and services, it also 
encompasses the possibility of algorithmic 
disgorgement or destruction of a business’s AI 
model. Several of the companies FPF spoke to have 
a single intake process whereby all risk management 
processes, including those for AI, are centrally 
managed. Others signaled that they are finding it 
challenging to manage the administration of or 
contribution to multiple internal risk management 
processes, including but not limited to AI. For CPOs, 
the risk of disgorgement was dealt with as part of 
wider data governance processes. Differences were 
also observed between developers and deployers, 
with deployers concerned about data subjects’ data 
in the Al systems they use, while developers were 
more focused on managing risk around model build.
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STEP 2:  
GATHERING MODEL AND SYSTEM INFORMATION

KEY TAKEAWAYS
•	 Organizations often collect a variety of 

information relating to an AI model and 
associated systems to understand risks 
and benefits, with a focus on data; 

•	 Many organizations encounter challenges 
with obtaining information from third-party 
AI model developers and system providers 
that they seek in order to complete AI 
impact assessments;

•	 Most organizations account for intended and 
unintended uses of AI models and systems 
when they conduct AI impact assessments; 

•	 There is an emerging trend towards 
organizations using cross-functional 
groups of internal and external 
stakeholders to surface model-system 
information; and

•	 Some organizations use one assessment 
for multiple, comparable AI use cases, 
although the point at which use cases are 
“comparable” is unclear.

Common Considerations When 
Gathering Model-System Information 
Include How the System Works, How 
it Was Created, and its Potential Risks
Once an AI impact assessment is initiated, 
organizations must understand how that model or 
system works and potentially how it was created in 
order to be able to assess the impact or risk that the 
AI model or system may pose. This includes any 
data that it is likely to process.

The questions an organization will pose can depend 
on the nature of the model or system, the AI use 
case, and whether the organization developed or 
acquired the model or system—and whether 
personal data or personally identifiable information 
(PII) will be processed. An organization that obtains 
a model or system from a third party may focus its 
inquiry on the maturity of the third party’s AI 

governance framework and whether it has 
implemented controls to minimize certain risks, 
including training the model on personal data or PII. 
An organization may also direct less scrutiny 
towards the AI models and systems of more well-
known third parties and those the organization has 
a relationship with.

FPF’s research indicates that organizations 
tend to collect a baseline of relevant 
information in most situations, including:  

1. The platform, tool, or team that will be 
supporting the new model or system, how 
their processes currently work, and the 
principal business goal being achieved by 
adopting the AI technology; 

2. The AI’s capabilities, limitations, and nature;  
3. How the AI model was trained (e.g., How will/

did the organization obtain the training data?; 
What kind of data is needed? Does the training 
data include personal and/or sensitive data 
elements?; Is the data representative?);

4. Potential use cases for the system and 
organize them by category (e.g., intended 
and unintended uses); and 

5. For each use case, organizations tend to 
compile the following information: 
a. How the system will solve problems 

raised in each intended use case; 
b. The system’s end users—the people 

interacting with or using the AI 
system—and subjects of decisions 
made using the AI system;  

c. Historically marginalized or vulnerable 
communities that users or individuals 
subject to the system might be part of; 

d. The geographies in which the system 
will be deployed, and known cultural 
considerations and languages used 
there; and

e. The operational environment’s nature, 
such as changes to the way users 
interact with an AI system over time.
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The list of common considerations outlined on the 
previous page is not exhaustive and is 
representative of the top answers surfaced by 
consulted FPF stakeholders.   

Examining the Key Takeaways Relating 
to Gathering Model-System Information
From FPF’s research, before an organization 
assesses risks and benefits, it typically compiles 
information about the model, system, and use 
case. When considering the specific risks 
associated with use cases, organizations generally 
evaluate both intended and unintended 
applications of AI models and systems. Reviewers 
will often pose numerous questions to relevant 
internal teams and external parties to uncover 
relevant details, such as how the model was 
trained and where the system will be deployed. 
However, organizations may encounter difficulties 
obtaining this information from external parties, 
such as model developers and system providers. 

I. Organizations Often Collect Information 
Relating to an AI Model and System to 
Understand Risks and Benefits, With a 
Focus on Data

Many organizations seek a variety of information to 
accurately anticipate the risks posed by AI models 
and systems. What is most relevant to a reviewer’s 
assessment will likely depend on the model or 
system. However, some of the more frequently 
referenced information categories include details 
relating to: (1) model training; (2) capabilities and 
limitations; (3) impacted individuals and groups; (4) 
geographic deployment area(s); (5) the nature of the 
deployment environment; and (6) existing guardrails 
for users and safety training. 

Uncovering relevant information may necessitate 
numerous questions, both limited response (e.g., 
yes/no) and open-ended in nature, in order to 
understand a particular aspect of the model or 
system. For example, an organization may need to 
pose multiple questions to learn about the model’s 
training, such as: (1) what data was used to train the 
model?; (2) is any of this data sensitive?; (3) how and 
from where was the data obtained?; and (4) what is 
the distribution of values in the data? Many 
organizations highlight the importance of knowing 

the businesses’ risk tolerance to determine whether 
a risk exists and has been appropriately addressed. 
These tolerances will likely vary between 
organizations, and there is no single method for 
measuring them. Step 3, Section III analyzes risk 
tolerances in greater detail.

FROM THE FIELD

Questions About Model and System 
Capabilities and Limitations

There are numerous questions related to  
a model or system’s capabilities and 
limitations that reviewers may seek answers 
to. Some of the questions that practitioners 
highlighted include (i) What limitations exist on 
how users can use AI on the input data?; (ii) 
Was testing done to determine the existence 
of bias? If so, what were the results?; and (iii) 
What metrics were used to determine the 
model or system’s accuracy or bias?

II. Many Organizations Encounter Challenges 
With Obtaining Information From Third-
Party AI Model Developers and System 
Providers That They Seek to Complete  
AI Impact Assessments

Third-party AI model developers and system 
providers may not or cannot provide the information 
an organization needs to perform assessments. 
Many organizations use models developed by third 
parties to power their AI systems,22 which they may 
fine tune for a particular use case and add input and 
output guardrails to.23 Because they were not 
involved in the model’s training, these organizations 
typically want to consult with the third party 
developer to obtain relevant information for the 
impact assessment.24 In addition to helping surface 
potential use cases, the model developers may 
possess unpublished information, such as that 
relating to the model’s training and identified risks.25
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FROM THE FIELD 

Legal Requirements to Consult with  
Third Party Developers and Vendors

While some organizations may seek 
information from third party developers and 
vendors to learn about an AI model or 
system, certain sectors are governed by laws 
that necessitate these interactions to achieve 
compliance. One stakeholder indicated that 
as a bank, regulators expected them to 
engage with third parties, including model 
developers and system vendors, to comply 
with sectoral risk management regulations. 
They may seek information from these third 
parties, such as details about what data the 
system would send back to the third party. 

While organizations may expect their internal teams 
to consult with third parties to learn about their 
models and systems, technical barriers may prevent 
some developers and providers from providing 
requested information. For example, downstream 
users of AI models may need to know how a third 
party developed a model in order to address bias and 
harmful content in the training dataset.26 However, the 
size of the training datasets underpinning the latest 
generative AI models can prevent insights into these 
datasets.27 This may be exacerbated by the training 
data’s sources not communicating the data’s biases 
and other limitations.28 The black box problem may 
also inhibit third parties from providing information 
about their models.29 

Third parties may not willingly provide information 
about their AI models and systems for commercial 
and proprietary reasons too. A model developer or 
the specific employee interacting with an 
organization (e.g., business, sales, and lawyers who 
do not work on AI governance matters) may lack the 
technical expertise needed to answer questions. 
Information asymmetries between third parties, such 
as the model developer and system vendor, can add 
to the lack of transparency downstream, as model 
developers may not have shared information with 
the system vendor. Without sufficient insight into the 
risk metrics and methodologies used in the 
development process, downstream organizations 
that use third party models and systems may be 
unable to account for biases and other harmful 
content in the training data.30 

FROM THE FIELD

Model-System Cards and Improvements in 
Transparency Between Third Parties and 
Downstream Organizations

Providing model and system information 
cards to downstream organizations is a 
nascent practice. Several generative AI 
model developers have published these 
cards, such as OpenAI, which released a 
system card for its GPT-4o model.31 Some 
stakeholders shared that their organizations 
are creating cards of their own to share with 
customers and the public.

Several stakeholders signaled that third 
parties have increased the amount of 
information they share in recent years, 
although the issues described in this section 
persist. One company suggested that these 
transparency issues can be overcome by 
referencing sectoral legal obligations and 
risk to the third party’s reputation from 
withholding information. However, these 
legal expectations may not exist in all 
sectors, and the number of organizations 
that highlighted the transparency issues 
described in this section suggests that citing 
reputational risk may not be effective in all 
interactions with third parties. 

III. Most Organizations Account for Intended 
and Unintended Uses of AI Models and 
Systems When They Conduct Assessments

Companies generally tend to address intended and 
unintended uses of AI models and systems in their 
AI impact assessments. Organizations often build 
models and systems with a use case in mind, but 
these technologies can find applications beyond 
their initial design.32 These unintended uses can 
produce positive outcomes,33 but they can also raise 
risks that model and system designers did not 
anticipate.34 Many companies therefore tend to 
analyze intended and unintended applications to 
unearth a broader range of AI risks and inform 
appropriate risk management strategies.35
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IV. There is an Emerging Trend Towards 
Organizations Using Cross-Functional 
Groups of Internal and External Stakeholders 
to Surface Model-System Information

Organizations are trending towards engaging with 
internal teams and external parties to obtain model-
system information. These consultations can take 
the form of cross-functional groups composed of 
product, engineering, legal, and other teams. Of 
these teams, business units and product teams tend 
to have a more prominent role in identifying 
intended uses of AI models and systems given their 
proximity to business decisions. Many organizations 
also consult with external parties, such as third-party 
model developers, to ascertain potential unintended 
uses. However, as noted above, many organizations 
highlighted the difficulty with gathering information 
about AI models and systems from third parties. 

V. Some Organizations Use One Assessment 
for Multiple, Comparable AI Use Cases, 
Although the Point at Which Use Cases are 
“Comparable” is Unclear

An increasing number of organizations utilize one 
assessment to cover multiple AI use cases if those 
use cases are similar based on gathered information, 
or if sectoral rules for certain industries, such as 
pharmaceuticals, healthcare, and financial services, 
already impose risk reporting requirements. 
Organizations can find it challenging to complete an 
assessment for every use case due to the amount 
and frequency of internal product developments. 
They may instead use one assessment to address a 
group of similar applications of an AI model or 
system. This practice aligns with language found in 
the CAIA, which states that an assessment may 
cover “a comparable set” of deployed systems.36 
However, there is little direct guidance on how to 
conclude that systems are comparable to each 
other.37 An organization may perform a separate 
assessment based on a lack of similarities with the 
previously reviewed use case and when the one at 
issue raises unique risks.
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KEY TAKEAWAYS
•	 Some organizations think that AI impact assessments can draw inspiration from and feed into 

existing risk assessment processes;
•	 Many organizations find it challenging to anticipate all AI risks due to the number of known 

AI risks, “general purpose” AI models’ multitude uses, and the indeterminate nature of the 
environments in which some AI systems operate;

•	 Organizations’ conceptions of risk are not static, shifting based on changes to the business, 
internal practices, and regulations;

•	 There is an emerging trend among organizations towards utilizing risk-benefit matrices to 
categorize AI use cases based on their risks and benefits, but industry has not converged on a 
single approach for escalating high-risk use cases for review; and

•	 There is a growing trend within organizations towards designating internal teams that monitor for 
and own AI risk, although there is less uniformity around whether these responsibilities should be 
concentrated in a single team.

Common Considerations When 
Conducting the Risk-Benefit Analysis 
Include The Types and Levels of Risk, 
the Potential Benefits of the System, 
and the Technical and Legal Context 
in Which the System Operates
Reviewers take the information about the model or 
system into account to determine the AI model or 
systems’ risks and benefits for a particular use case. 

The type and level of risk present will inform what 
risk management strategies an organization 
implements to reduce the risk to within an acceptable 
threshold. Information about benefits will also inform 
an organization’s decisions about how to proceed 
with an AI project. 

The following is a common but not exhaustive list 
of issues that organizations may surface when they 
conduct the risk-benefit analysis:

STEP 3:  
ASSESSING RISKS AND BENEFITS
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Figure 2: Typical Steps for Assessing AI Risk   

Compare the generated list of system risks against the company’s taxonomy of risks divided 
into categories like high, medium, and low:38

a. Risk categories should come from a diverse, multi-stakeholder working group, which may include external input 
from civil society or other groups; 

b. Flag risks that meet a predetermined threshold (high, medium, low, for example); and
c. Assess whether the identified risks elicit further review based on previously reviewed, similar use cases.

3

Define and describe potential benefits associated with a particular use case, taking into 
account, for instance:
a. Will it help make a process more efficient, simpler, cheaper? (e.g. marketing automation) 
b. Will it help the organization look at a large data set in a useful way to find patterns or make predictions? (e.g. 

fraud detection, loss prevention)
c. Will it help the business scale to provide personalized services to a much bigger audience? (e.g. personalized 

recommendations and discounts)
d. Will it replace some expensive expert skill? (e.g. reading MRI scans)
e. Will it make information more accessible? (e.g. chatbot to access tech documentation)

2

If the assessment is being conducted during the development/fine tuning or post-development 
phase, document the existence and context of risks in system testing. 
a. Create metrics before testing to measure performance across different subgroups, communities, and 

demographics applicable to the use case.39 

4

Define and describe potential risks of harm associated with a particular use case, considering, 
for example:
a. Of the uses and impacted individuals or geographies, are any of them “sensitive”? (e.g., decisions about mental 

health or people with protected characteristics, or do the deployment geographies implicate export controls)
b. How could the use case possibly create, exacerbate, or reduce inequalities or discrimination against particular 

communities? 
c. How accurate are the outputs?
d. Is there the potential for leakage or misuse of forms of regulated data?
e. Could any individual rights be infringed? (e.g., right to life, freedom of religion, and the right to vote)
f. May the system output demean, stereotype, or erase a group? 
g. Does the system implicate a decision that will affect access to a consequential resource? (e.g., education or finance)
h. What would the impacts of the system’s failure be on impacted users and subjects? 
i. How could intentional or unintentional misuse negatively impact each affected user and subject, and do the 

effects differ between groups?

1

List laws/regulations that could apply to the system or training data and define their requirements, although this may 
be more challenging for organizations with more of a global reach. Before conducting the assessment, companies 
may define their internal risk standards through a policy and then identify which laws impose additional 
requirements that the policy needs to consider.

5
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Examining the Key Takeaways 
Relating to the Risk-Benefit Analysis
A growing number of organizations integrate AI 
impact assessments into existing enterprise risk 
management processes, and use these processes 
as inspiration for how they structure the assessment. 
Various factors, such as the economic sector, 
emergence of new laws, and the addition of novel 
technologies and features, can affect how much risk 
an organization is willing to take on. These risk 
thresholds, also known as risk appetite or risk 
tolerance, can inform the matrices some 
organizations create to categorize risk and 
determine next steps for an AI use case. Companies 
typically designate teams to monitor for and own AI 
risks. Despite these efforts and improvements in 
industry’s understanding of AI risks, organizations 
can still find it challenging to anticipate all and 
assess the likelihood of AI risks. 

I. Some Organizations Think That AI  
Impact Assessments can Draw Inspiration 
From and Feed Into Existing Risk 
Assessment Processes 

A growing number of companies are integrating AI 
impact assessments into established risk 
assessment processes (e.g., CPOs are updating their 
DPIA processes), and using these processes’ 
structures as models for AI impact assessments. 
Many organizations deploying AI systems will 
coordinate their in-house AI impact assessments 
with other technology risk assessments, such as 
privacy and security assessments. As part of this 
effort, some organizations append and compare AI 
impact assessment questions to existing risk 
assessment questionnaires before sending them to 
the team leading an AI project. Under this approach, 
if the questionnaires supporting a DPIA and an AI 
impact assessment have components that address 
the same issue, the organization may want to avoid 
having the same question(s) presented in both 
assessments. Companies have done this to stop 
duplicating processes and queries, which can 
frustrate teams involved in the assessment. 

FROM THE FIELD

Variation in Internal Teams Responsible for 
Answering Impact Assessment Questionnaires 

Because AI projects can originate from 
different parts of the organization, the lead 
team may vary from project to project. A 
product team developing a LLM may be the 
lead team for that project, while a HR 
department may assume lead team 
responsibilities when it seeks to procure an 
analytics tool from a vendor. The lead team is 
typically responsible for completing the 
model-system information questionnaires. 
However, several stakeholders shared that 
they expect the lead team to consult with 
other teams, such as risk, data scientists, and 
engineering, as well as third party 
developers or system vendors when 
appropriate, to obtain relevant input. One 
stakeholder indicated that they proactively 
share certain questions with technical and 
legal teams in recognition of the lead team’s 
lack of expertise in these domains.

Many companies draw from existing risk 
management processes to inform the structure and 
flow of AI impact assessments, such as the 
assessment’s overarching steps. Organizations 
generally recognize that creating cross-functional 
teams can help disseminate best practices for 
performing assessments internally, but this may not 
happen in practice. Siloing of teams within an 
organization can occur instead, making it 
challenging for those that have conducted other 
kinds of risk assessments (e.g., privacy teams) to 
share their insights with colleagues responsible for 
AI development, deployment, and operations. Even 
when these barriers can be overcome, companies 
generally understand that AI-specific considerations 
(e.g., issues with measuring AI risks) limit the 
instructional value of experiences with conducting 
other assessments.
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II. Many Organizations Find it Challenging to 
Anticipate All AI Risks Due to the Number 
of Known AI Risks, “General Purpose”  
AI Models’ Multitude Uses, and the 
Indeterminate Nature of the Environments 
in Which Some AI Systems Operate

The number of potential AI risks, “general purpose  
AI models’ multitude uses, and indeterminate nature 
of the environments in which some systems operate 
can make it challenging for organizations to 
anticipate all AI risks. As Sections III and IV of this 
step discuss, laws and frameworks can inform which 
risks an organization tries to manage, but 
organizations tend to look beyond these sources to 
inform their classifications of AI risks. Organizations 
may focus on certain risks for non-legal reasons, 
such as the impact they have on the business’ 
reputation and IP risks. Industry has also made 
commitments to address specific AI risks, such as 
“avoiding harmful bias and discrimination, and 
protecting privacy.”40 

While laws, organizational commitments, and non-
legal rationales may prompt industry to fixate on 
certain AI risks, the number of potential AI risks is 
large and continues to grow.41 Many organizations 
try to account for a broad array of AI risks (e.g., IP, 
labor issues, competition) when they perform 
assessments. However, organizations may be more 
familiar with and focus on addressing certain risks, 
such as the fairness of automated decision-making 
systems.42 For example, an organization that holds 
large amounts of confidential information, trade 
secrets and other intellectual property (IP) may focus 
on addressing the IP-related risks of an AI project. 

FROM THE FIELD

Use of AI Impact Assessments to Identify 
and Address Risks to the Business 

Policymakers have described AI impact 
assessments as tools for combatting risks to 
individuals and society. However, many 
stakeholders signaled that organizations use 
these assessments to address risks to the 
business too. For example, an organization 
that holds large amounts of IP may focus on 
addressing the IP-related risks of an AI 
project, as these risks can have significant 
impacts on its business.

Difficulties with anticipating a dynamic operational 
environment’s qualities and some models’ multitude 
uses can also make it challenging for industry to 
measure risk likelihood. A prominent risk formula 
says that risk equals the likelihood of a negative 
impact occurring times the impact’s severity.43 
Organizations can experience challenges assessing 
likelihood due to the indeterminate nature of the 
environments in which some AI systems operate. 
Such environments are characterized by qualities 
that the organization may not be able to anticipate, 
such as changes in user base and the way humans 
interact with an AI system over time.44 These 
changes can affect whether a risk materializes, so 
their unpredictability can impede an organization’s 
understanding of what risks exist and need to be 
managed. Organizations may also have difficulty 
anticipating all of the risks raised by “general 
purpose”45 AI models (e.g., OpenAI’s ChatGPT). 
These models have multitude uses, potentially 
including harmful applications, but organizations 
may be uncertain as to the likelihood of these uses 
occurring. These factors may impede identification of 
all of a model or system’s risks, which could hamper 
the development of risk mitigation strategies.  
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III. Organizations’ Conceptions of Risk Are  
Not Static, Shifting Based on Changes to the 
Business, Internal Practices, and Regulations

An organization’s risk appetite level is dynamic, and 
can affect what qualifies as a risk and whether to 
advance an AI project to the next stage. Risk 
appetite, also called risk threshold or risk tolerance, 
refers to how much risk an organization is willing to 
assume with respect to certain activities. The 
amount of risk an organization will bear is an 
important prerequisite to conducting an AI impact 
assessment and determining next steps for an AI 
project; If an AI use case’s inherent risk—the risk 
posed by a use case absent safeguards—exceeds 
the organization’s risk appetite, the organization 
must introduce safeguards that reduce risk to a 
certain level (i.e. residual risk) and determine if the 
residual risk is within the risk appetite.46

Industry lacks a unified view on which teams 
establish an organization’s risk appetite. Companies 
identified a variety of teams, including the 
organization’s board, enterprise risk management 
team, and the general counsel office, while others 
highlighted how setting risk tolerances is a multi-
team activity. Organizational differences related to 
regulatory environments, economic sector, product 
offerings, and reputation concerns mean that risk 
appetites are also not uniform across industries. For 
example, financial institutions and companies 
offering services to minors may have lower risk 
appetites due to the amount of regulatory oversight 
of these sectors and expectations surrounding these 
products and services. 

FROM THE FIELD

Risk Appetite Variation at the Activity Level

Rather than having a risk appetite that is the 
same across all of the organization’s 
activities, some companies may have risk 
appetites that vary depending on the activity 
at issue. One organization shared that they 
have multiple risk appetites, with each 
corresponding to a particular risk. While they 
had no tolerance for cybersecurity risks, they 
were more willing to stomach risks 
associated with lending to teenagers, 
provided the residual risk was within their 
risk threshold. In addition to their potential to 
vary across activities, risk appetites may 
evolve over time. The factors discussed in 
this section, such as changes to the 
regulatory environment and product 
offerings, may underpin these shifts.

In addition, given current market pressures on 
businesses to either develop or deploy regardless of 
sector, risk managers may face resistance to their 
own recommendations that a particular use of AI is 
very risky and may instead be asked by leadership 
to focus instead on risk management measures. In 
that scenario risk managers typically turn to other 
stakeholders for support in identifying and 
mitigating specific risks.

IV. There is an Emerging Trend Among 
Organizations Towards Utilizing Risk-
Benefit Matrices to Categorize AI Use 
Cases Based on Their Risks and Benefits, 
but Industry Has Not Converged on a 
Single Approach for Escalating High Risk 
Use Cases for Review

Some organizations have developed risk-benefit 
matrices to determine how to proceed with an AI use 
case. These matrices consist of several boxes, each 
representing a specific level of risk and benefit (e.g., 
high/medium/low).47 While laws can inform which 
box a use case falls into, such as when a statute 
deems a particular activity “high risk,” organizations 
may also develop their own internal considerations 
that affect how they classify use cases in a matrix. 
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Where a use case falls within a matrix can influence 
how much attention reviewers give it, with higher 
risk applications of an AI system or model generally 
undergoing more scrutiny.

Industry has not converged on a single approach for 
escalating a use case for review and approval if an 
organization deems it high risk. Several 
organizations have established one or more 
committees composed of representatives from 
different teams and disciplines that evaluate AI use 
cases for risk. For example, these committees may 
have professionals from legal, security, AI and data 
ethics, policy, privacy, and governance. Senior 
figures at the organization, potentially including the 
CEO, may become involved in the review and 
approval of high-risk use cases. Under these 
circumstances, senior figures will determine whether 
the use case should proceed to the next step in the 
AI lifecycle. 

V. There is a Growing Trend Within 
Organizations Towards Designating Internal 
Teams That Monitor for and Own AI Risk, 
Although There is Less Uniformity Around 
Whether These Responsibilities Should be 
Concentrated in a Single Team

Many organizations think that they should monitor 
for and own AI risks, even when some third party 
developers assess and provide information about 
these risks.48 However, organizations are divided 
on whether a single actor within the company 
should have primary responsibility for monitoring 
and owning a project’s AI risks. Under one 
approach, an organization’s business units own 
the risk and have primarily monitoring 
responsibility for them. Other teams, such as 

legal, compliance, risk and ethics teams, may 
become involved at later review stages to identify 
errors in the business unit’s checks. Depending 
on the sophistication of the organization’s AI 
governance program, this multi-team monitoring 
process can take the form of three lines of 
defense that include: (1) the business unit; (2) 
compliance and risk management teams; and (3) 
audits. Another group of organizations indicated 
that while business units own the risk, other 
teams, such as data ethics, legal, and technology, 
have primary monitoring responsibility. A few 
companies shared that the organization’s size can 
affect the allocation of responsibilities. For 
example, legal departments at smaller 
organizations may monitor for and own AI risks.
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STEP 4: IDENTIFYING AND TESTING  
RISK MANAGEMENT STRATEGIES

KEY TAKEAWAYS
•	 Some organizations utilize qualitative and 

quantitative evaluations for determining 
risk management strategies’ efficacy; 

•	 Many organizations encounter 
difficulties assessing whether risk 
has been brought within acceptable 
levels due to the subjective nature of 
certain risks, the lack of standardized 
metrics for measuring specific risks, and 
the indeterminate nature of some AI 
systems’ operational environments; and

•	 Organizations generally engage 
with both internal and external 
stakeholders to identify and understand 
the effectiveness of strategies for 
addressing risk.

Common Considerations When 
Identifying and Testing Risk 
Management Strategies Include 
Identifying Specific Risks, Tailoring 
Strategies to Address those Risks, 
and Measuring Effectiveness
Organizations select risk management strategies 
based on their responsiveness to a specific, 
identified risk. If an organization identifies 
hallucinations as a risk, the organization tailors its 
response to this risk, such as by tweaking the AI’s 
implementation to reduce hallucinations and 
ensuring ongoing monitoring of outputs for 
hallucinations. Once an organization has identified 
risk management strategies, it can test their efficacy 
and balance the residual risk against the benefits to 
determine appropriate future steps. The organization 
may then record and operationalize the final 
decision, such as advancing the AI project to the 
next stage in its lifecycle. 

Depending on the risks present, the following risk 
management strategies may be relevant:

1. Human review or oversight when using the 
system;

2. Guidelines or restrictions on the system’s use 
when it makes certain determinations, such as 
those related to benefits;

3. Secure handling measures for data inputs 
and outputs used to train the system or are 
ingested by it; and

4. Measure performance, potentially with the 
support of independent teams that test for bias, 
across different subgroups, communities, and 
demographics applicable to the use case. 

Examining the Key Takeaways 
When Identifying and Testing Risk 
Management Strategies
A mixture of internal teams and external parties 
typically help organizations identify and determine 
the effectiveness of risk management strategies. 
Organizations may use qualitative and quantitative 
approaches to assess these strategies’ 
effectiveness, but they may still experience 
challenges determining whether risks are within 
acceptable limits. 

I. Some Organizations Utilize Qualitative and 
Quantitative Evaluations For Determining 
Risk Management Strategies’ Efficacy

Organizations often use results from quantitative 
and qualitative evaluations to determine an AI use 
case’s risk level and whether a risk management 
strategy has addressed it.49 Organizations have 
used risk management strategies, such as 
classifiers and prompt engineering, to address 
model and system risks.50 There is no panacea for 
addressing AI risks. Practitioners instead select risk 
management strategies based on a variety of 
factors, such as the AI’s development stage and the 
type of system at issue.51 
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Organizations have used quantitative and qualitative 
approaches to assess the effectiveness of risk 
management strategies. A risk score is an example 
of the quantitative approach that factors in 
mitigations in order to produce a numerical value 
representing a level of risk.52 The qualitative 
approach emphasizes gathering diverse stakeholder 
input, such as through interviews, in order to 
understand risk and identify strategies for managing 
it. After implementing controls to manage the risks 
identified during testing, organizations may retest 
their system using these approaches to assess the 
strategy’s efficacy. However, when evaluating 
post-management test results, industry may struggle 
to determine whether risk has been brought within 
acceptable levels. 

II. It is Often Challenging for Organizations to 
Determine Whether They Have Brought 
Risk Within Acceptable Levels

Organizations often find it difficult to assess risk 
management strategies’ efficacy due to the 
subjective nature of and the lack of standardized 
metrics for measuring certain risks, and the 
indeterminate nature of some AI systems’ 
operational environments. This challenge can be 
greater for risks that are less related to an AI 
system’s technical operation,53 but several 
organizations indicated that the dynamism of and 
uncertainty around an AI system’s operational 
environment can generally hinder efforts to 
understand whether risks are adequately reduced. 
For example, a company’s tests of a chatbot prior to 
operation may demonstrate that mitigations have 
significantly lowered the output of stereotypes. 
However, differences between the testing and 
operational environments may undermine the 
generalizability of these test results.54

Even when the risks are known, some of these risks 
involve subjective values that lack a single metric for 
measuring their presence or reduction.55 What 
metric an organization should use may depend on 
the context, including who or what a potential 
disparity relates to in the case of bias metrics.56 

Some metrics’ performance may vary across 
different AI uses, limiting their utility in certain 
circumstances.57 Other risks, such as those related 
to trust and safety, lack widely established metrics.58 
Despite the existence of approaches for determining 
the effectiveness of risk management strategies, 
these challenges can frustrate efforts to assess 
whether these strategies succeeded at bringing 
risks within acceptable thresholds.  

III. Organizations Generally Engage With 
Internal Teams and External Parties to 
Identify and Understand the Effectiveness 
of Strategies for Addressing Risk

Organizations generally consult with different parties 
to help them identify risk management strategies 
and assess their effectiveness. For example, 
engineering teams can provide organizations with 
insights into emerging risks and how to address 
them. Since some organizations incorporate third-
party models into their AI products and services, 
they may solicit information from the third party 
about the mitigation measures they implemented 
during development.59 However, as discussed in 
Step 2, Section II, these solicitations are not always 
successful. Once a system is in operation, 
organizations can establish user feedback 
mechanisms to learn about a risk management 
strategy’s effectiveness.60
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CONCLUSION:  
THE STATE OF PLAY AND LOOKING AHEAD

As AI impact assessments are increasingly 
mandated by law and become a part of AI 
governance programs, organizations have grappled 
with the best ways to perform them. This has already 
led to progress at different points in the AI impact 
assessment process, from what triggers an 
assessment to how organizations should structure 
their teams to surface information about AI models 
and systems. While industry lacks a general unified 
approach to AI impact assessments, they have 
converged on several practices for different parts of 
the assessment. Examples of these practices include 
considering both intended and unintended 
applications of AI, and organizing cross-functional 
teams to gain insights into models and systems. 

Despite this progress and the energies being 
devoted to addressing AI risks and benefits, pain 
points remain for organizations conducting AI impact 
assessments. These challenges are not confined to 
a single part of the assessment process. 
Organizations may struggle to obtain relevant 
information from model developers and system 
vendors, anticipate pertinent AI risks, and determine 
whether they have been brought within acceptable 
levels. While there is no silver bullet that will solve all 
of these issues today, companies looking to 
enhance their AI impact assessments should  
inter alia consider the following:

 › Enhancing their processes for gathering 
information from third party model developers 
and system vendors, such as by streamlining 
the number of questions asked, connecting 
with practitioners at the third party who are 
capable of sharing relevant details, and, when 
appropriate, identifying alternatives to the third 
party’s model or system; 

 › Improving internal education about 
the multitude of AI risks that can arise, 
recognizing that these risks can vary between 
technologies, depend on the deployment 
context, and emerge at different points in the 
AI lifecycle; and

 › Devising and enhancing measurements for risk 
management strategies effectiveness, such 
as by benchmarking against other companies’ 
approaches and assessing these strategies’ 
effectiveness over time.

In addition to the above, FPF’s research shows that 
implicit in an organization’s knowledge stack is the 
need for both AI governance training across the 
organization as well as sponsorship for governance 
systems from the executive level. The continuous 
evolution of AI at a technological level, the changing 
legal landscape around AI, and the operational 
priorities of organizations will continue to shift and 
interplay such that it is essential for organizations to 
not only continue their work on developing 
appropriate AI impact assessments, but to stay agile in 
responding to the environment around them. In doing 
so, organizations should be better equipped to 
harness the benefits of AI while meaningfully 
managing the risks it poses to individuals and society.
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APPENDIX

Selection of Global Requirements for AI Impact Assessments
Below is a selection of jurisdictions around the world that have introduced legal requirements or authoritative 
guidance on how and when to conduct artificial intelligence (AI) impact and risk assessments, typically in the 
context of broader initiatives on AI. The resource is non-exhaustive and does not include pending legislation61 
or DPIA requirements in comprehensive privacy and data protection laws.62

In addition, this table includes one U.S. state, Colorado, and its requirements for general privacy and data-
related risk assessments, because they exist in combination with underlying novel (U.S.) legal requirements 
for high-risk uses of AI. 

In general, jurisdictions around the world are:

 › Contending with the needs of many different stakeholders when formulating laws and regulations to 
address AI use benefits and risks;

 › Crafting voluntary frameworks that align to global standards; and
 › Using frameworks (especially the OECD AI Principles) as a template for national AI plans 

Lead Author: Beth Do, bdo@fpf.org

Green = current legal requirement 
Blue = international or national guidance 
Orange = enacted but not yet in force

Jurisdiction Source63 Requirements and Recommendations

Global UNESCO 
Recommendation on 
the Ethics of AI 

Policy Area 1 
(16 May 2023)

 

Member States and private sector companies should 
“develop due diligence and oversight mechanisms to identify, 
prevent, mitigate and account for how they address the 
impact of AI systems” and “implement appropriate measures 
to monitor all phases of an AI system life cycle.” Ethical impact 
assessments should “establish appropriate oversight 
mechanisms, including auditability, traceability and 
explainability.”

Global OECD AI Principles

Principle: 1.5(c)  
(Updated 03 May 
2024)

“AI actors, should, based on their roles, the context, and their 
ability to act, apply a systematic risk management approach to 
each phase of the AI system lifecycle on an ongoing basis and 
adopt responsible business conduct to address risks related 
to AI systems, including, as appropriate, via cooperation 
between different AI actors, suppliers of AI knowledge and AI 
resources, AI system users, and other stakeholders. Risks 
include those related to harmful bias, human rights including 
safety, security, and privacy, as well as labour and intellectual 
property rights.”
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Global G7’s Hiroshima 
Process International 
Code of Conduct
Action 3  
(30 Oct. 2023)

Organizations should analyze generative AI (GenAI) priority  
risks, challenges, and opportunities and produce a public 
report that includes an “assessment of the model’s or system’s 
effects and risks to safety and society such as harmful bias, 
discrimination, threats to protection of privacy or personal 
data, and effects  
on fairness.”

Regional ASEAN Guide on  
AI Governance  
and Ethics

(January 2024)

The Association of Southeast Asian Nations (ASEAN) 
published  
a practical guide for organizations in the region designing, 
developing, and deploying non-generative AI technologies in 
commercial, non-military and dual-use AI applications. The 
ASEAN Guide aims to encourage alignment within ASEAN, 
and foster interoperability AI frameworks across jurisdictions.

Annex A of the Guide contains an AI Risk Impact Assessment 
Template. Intended for developers and deployers of AI 
systems, as well as AI governance committees within 
organizations, the template aims to help organizations identify 
potential risks and vulnerabilities associated with the AI 
system and ensure that the design, development, deployment, 
and monitoring of the AI system complies with the 
components set out in the Guide.

The template contains several sections that map with the 
various sections of the Guide, including: 
(a) Objectives of deploying AI; 
(b) Internal governance structures and measures;
(c) Determining the level of human involvement in AI decision-
making; (d) Operations management; and 
(e) Stakeholder interaction and communication.

United 
States

Office of 
Management  
and Budget 
Memorandum on 
Advancing 
Governance, 
Innovation, and Risk 
Management for 
Agency Use of 
Artificial Intelligence

(M-24-10) Pgs. 17–18

The Executive Order (EO) establishes AI rules and guidelines 
for the US government to ensure that AI systems are safe, 
secure and trustworthy. “Independent regulatory agencies are 
encouraged, as they deem appropriate, to contribute to 
sector-specific risk assessments.” The EO also includes 
mandates for specific federal agencies to conduct AI risk 
assessments in criminal justice, health, critical infrastructure, 
and other sectors.
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United 
States

AI RMF Playbook

§§ 2.8 to 2.11  
(26 Jan. 2023)

The NIST AI Risk Management Framework (AI RMF) and the 
accompanying AI RMF Playbook recommend that companies:
• Establish risk controls based on trustworthiness characteristics
• Document questions (e.g., What are the roles, 

responsibilities, and delegation of authorities of personnel 
involved in the design, development, deployment, 
assessment and monitoring of the AI system?)

• Conduct fairness assessments to manage computational 
and statistical forms of bias (e.g., Evaluate underlying data 
distributions and employee sensitivity analysis, assess 
quality metrics including false positive/negative rates, and 
consider biases affecting small groups).

United 
States — CO

Colorado  
Privacy Act

Colo. Rev. Stat.  
§ 6-1-1309

Controllers must conduct and document a data protection 
assessment (DPA) for processing activities that involve personal 
data and “create a heightened risk of harm to a consumer.”
A “heightened risk of harm to a consumer” includes:
• Processing personal data for targeted advertising or profiling 

(if the profiling presents a reasonably foreseeable risk of 
unfair/deceptive treatment or disparate impact, financial or 
physical injury, or intrusion, or other substantial injury; 
• Profiling under C.R.S. § 6-1-1309(2)(a) and covered by 

required data protection assessment obligations includes 
profiling using solely automated processing, human 
reviewed automated processing, and human involved 
automated processing.

• Selling personal data; and
• Processing sensitive data



FUTURE OF PRIVACY FORUM  |  AI Governance Behind the Scenes: Emerging Practices for AI Impact Assessments  |  DECEMBER 2024 25

United 
States — CO

Colorado Privacy Act 
Rules

Rules 8.02, 8.04  
and 9.06

A data protection assessment (DPA) must “demonstrate that 
the benefits of the [p]rocessing outweigh the risks offset y 
safeguards in place.” At a minimum, a DPA must include:
• A short summary of the processing activity;
• The categories of personal data to be processed and 

whether they include sensitive data;
• The context of the processing activity;
• The nature and operational elements of the processing activity;
• The core purposes; and
• The sources and nature of risks to the rights of consumers 

(e.g., constitutional harms; discrimination; or unfair, 
unconscionable, or deceptive treatment). 

DPAs for profiling must include:
• The specific types of personal data that were or will be 

used in the profiling or decisionmaking process;
• The decision to be made using profiling;
• The benefits of automated processing over manual 

processing for the stated purpose;
• A plain language explanation of why the profiling directly and 

reasonably relates to the controller’s goods and services;
• An explanation of the training data and logic used to 

create the profiling system, including any statistics used in 
the analysis, either created by the controller or provided by 
a third party which created the applicable Profiling system 
or software;

• If the profiling is conducted by third party software 
purchased by the controller, the name of the software and 
copies of any internal or external evaluations sufficient to 
show the accuracy and reliability of the software where 
relevant to the risks described in C.R.S. § 6-1-1309(2)(a)(I)-(IV);

• A plain language description of the outputs secured from 
the profiling process;

• A plain language description of how the outputs from the 
profiling process are or will be used, including whether and 
how they are used to make a decision to provide or deny or 
substantially contribute to the provision or denial of financial 
or lending services, housing, insurance, education, 
enrollment or opportunity, criminal justice, employment 
opportunities, health-care services, or access to essential 
goods or services;

• If there is human involvement in the profiling process, the 
degree and details of any human involvement;

• How the profiling system is evaluated for fairness and 
disparate impact, and the results of any such evaluation;

• Safeguards used to reduce the risk of harms identified; and
• Safeguards for any data sets produced by or derived from  

the profiling.
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United 
States  
— CO

Colorado SB 205

§ 6-1-1703(3) 
(in effect Feb. 2026)

AI deployers will be required to conduct annual impact 
assessments for high-risk AI systems. Impact assessments 
must include, at a minimum, the following:
• A statement disclosing the purpose, intended use case, 

context, and benefits of the high-risk AI system
• An analysis of foreseeable algorithmic discrimination risks 

and mitigation measures, if applicable 
A description of the categories of input and output data 
An overview of the categories of data used to customize 
the system, if applicable - Metrics used to evaluate the 
performance and known limitations

• A description of transparency measures taken 
A description of the post-deployment monitoring and  
user safeguards

An impact assessment must also include a statement 
“disclosing the extent to which the high-risk artificial 
intelligence system was used in a manner that was consistent 
with, or varied from, the developer’s intended uses of the 
high-risk artificial intelligence system.”

Australia eSafety 
Commissioner’s Tech 
Trends GenAI Position 
Statement 

Pages 28–29 
(15 Aug. 2023)

Product and service providers should “assess and remediate 
any potential online harms that could be enabled or 
facilitated” by GenAI, “including through prompt testing and 
design, red-teaming and ongoing evaluation.”

Australia Voluntary AI Safety 
Standard

Guardrail 2 
(Aug. 2024)

 

The Voluntary AI Safety Standard recommends Australian 
organizations create impact and risk assessments as part of a 
risk management system that regularly assesses AI impact 
and risk:
• Conduct and document a suitable risk and impact 

assessment for each AI system - Risk assessments should 
be conducted throughout the AI lifecycle

• Pre-deployment testing should align to “acceptance 
criteria” defined by the risk and impact assessment

Canada AIA Tool64

§§ 2.2, 3.1 to 3.3

Government agencies using AI are required to conduct an 
“Algorithmic Impact Assessment” (AIA) to determine whether 
a system is “high impact,” which triggers compliance 
obligations, including risk assessments.

China Measures for the 
Management of 
GenAI Services65

Art. 6 (English 
translation)

 

If providing GenAI products to the public, AI service providers 
must submit a “security assessment” to the Cybersecurity 
Authority of China (CAC), evaluating an AI system’s 
vulnerabilities, threats, and compliance with security 
standards. Only AI algorithms/models that are registered and 
approved by the CAC are permitted for use.
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EU — AI Act EU AI Act The EU AI Act takes a comprehensive risk-based approach 
that establishes four classifications of risk posed by AI 
systems. These are: unacceptable risk (prohibited practices), 
high risk (to undergo conformity assessments), limited risk 
(to comply with transparency obligations) and minimal risk 
(no obligations).

Providers of high-risk AI systems must establish, implement, 
document, and maintain a risk management system (RMS) that 
runs throughout the entire lifecycle of the high-risk AI system. 
The provider shall also maintain and monitor the RMS after the 
AI system has entered the market. Additionally, the AI Act 
stipulates that there are certain (transparency) obligations that 
should fall on the providers of general-purpose AI models, and 
especially RMS obligations for AI models that pose systemic 
risk.

Bodies governed by public law, or private entities providing 
public services and deployers of high-risk AI systems intended 
to be used to evaluate the creditworthiness of natural persons 
or establish their credit score and AI systems intended to be 
used for risk assessment and pricing in relation to natural 
persons in case of life and health insurance (Annex III, points 5 
(b) and (c)) are also required to perform a Fundamental Rights 
Impact Assessment (FRIA), which must include:

“(a) a description of the deployer’s processes in which the 
high-risk AI system will be used in line with its intended purpose; 
(b) a description of the period of time within which, and the 
frequency with which, each high-risk AI system is intended to 
be used;
(c) the categories of natural persons and groups likely to be 
affected by its use in the specific context; 
(d) the specific risks of harm likely to have an impact on the 
categories of natural persons or groups of persons identified 
pursuant to point (c) of this paragraph, taking into account the 
information given by the provider pursuant to Article 13; 
(e) a description of the implementation of human oversight 
measures, according to the instructions for use;
(f) the measures to be taken in the case of the materialization 
of those risks, including the arrangements for internal 
governance and complaint mechanisms.”
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Singapore66 Model AI 
Governance 
Framework 

(2nd ed.) 3.8 to 3.14 
(16 Jan. 2024)

The 2020 Model AI Governance Framework (2020) recommends 
that organizations determine the level of human involvement in 
AI-augmented decisionmaking. Considerations include: 
“continually identify[ing] and review[ing] risks relevant to their 
technology solutions, mitigat[ing] those risks, and maintain[ing] a 
response plan should mitigation fail. Documenting this process 
through a periodically reviewed risk impact assessment . . .”

In determining the level of human intervention in AI-augmented 
decision-making, the Model Framework recommends that 
organizations consider three potential approaches: (1) a “human-
in-the-loop” approach (when human judgment is able to 
significantly improve the quality of the decision made); (2) 
“human-out-the-loop” (when it is not practical to subject every 
algorithmic recommendation to a human review); or (3) “human-
over-the-loop” (to allow humans to intervene when situations call 
for it). To assess which of these approaches are appropriate, the 
Model Framework recommends organizations consider a 2-by-2 
matrix of probability and severity of risk. In situations where the 
probability and severity of risk are high, organizations may wish 
to consider a “human-in-the-loop” approach. On the other hand, 
where the probability and severity of risk are low, organizations 
could consider a “human-on-the-loop” or “human-out-of-the-
loop” approach.

Note: The Model AI Governance Framework (2nd edition) 
remains relevant for what the IMDA terms “traditional AI” (i.e., 
pre-GenAI systems focusing primarily on recommendation and 
classification tasks).

Singapore Model AI 
Governance 
Framework for 
Generative AI

(30 May 2024)

 

The Model AI Governance Framework for Generative AI (MGF for 
GenAI) expands on the Model AI Governance Framework and 
outlines how to create a “trusted environment” for GenAI.67

The MGF for GenAI recommends model developers and 
application deployers institute baseline safety practices across 
the AI development lifecycle (development, disclosure, and 
evaluation) and “consider the context of the use case and 
conduct a risk assessment.”
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